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Abstract

An approximate dynamic factor model can substantially improve the reliability

of real time output gap estimates. The model extracts a common component from

macroeconomic indicators, which reduces errors in the gap due to data revisions.

The model’s ability to handle the unbalanced arrival of data, also yields favorable

nowcasting properties and thus starting conditions for the filtering of data into

trend and deviations from trend. Combined with the method of augmenting data

with forecasts prior to filtering, this greatly reduces the end-of-sample imprecision

in the gap estimate. The increased precision has economic significance for real time

policy decisions.

Keywords: Output gap, Real time analysis, Monetary policy, Forecasting, Factor

model
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1 Introduction

Measurement of the output gap in real time is very unprecise. When additional informa-

tion subsequently becomes available, one often sees large ex post revisions in the output

gap. This poses a challenge for monetary policy which depends on a correct real time

assessment of the current state of the economy. Monetary policy actions based on an

erroneous output gap estimate could destabilize the economy.

There are several reasons for why the correct output gap in real time is so elusive.

Macroeconomic data are released with a substantial time delay, and important data series

are subsequently revised when less timely information becomes available. Moreover, most

methods of computing the output gap allow the trend of the GDP series, i.e., the proxy

for potential output, to vary over time. Thus, in real time it becomes challenging to

allocate recent changes in the gap to changes in trend or to deviations from trend. That

allocation will become more precise for one particular point in time when the subsequent

observations become available. This end-of-sample problem is an important source of real

time imprecision in the output gap.

In this paper, we study the potential of a dynamic factor model to improve the

reliability of real time output gap estimates through two mechanisms. First, we proceed

by using the factor model to extract a series for the common component in GDP from

a large panel of related data. This series will be immune to revisions to the extent

that these are due to unbiased measurement errors or idiosyncratic news. Indeed, we

show that the factors obtained from the real time data set and from the final data set are

almost identical, thus producing close to identical GDP estimates. Next, we calculate the

output gap of the common component series, and show that these series now are almost
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invariant to data revisions. Using the factor model in this way we reduce the errors due

to data revisions to a mere 8 per cent of revision errors in the standard approach. That

factor models are robust to revision errors was conjectured in Giannone, Reichlin, and

Small (2008).

Secondly, we address the end-of-sample problem by using the factor model to augment

the time series for GDP with a nowcast. The factor model is able to handle a jagged

edge in the data and incorporate new information on non-synchronized variables as they

become available, i.e it can handle the unbalanced arrival of data. This improves the

nowcasting performance of the model, and could thus reduce the end-of-sample problem

in the output gap estimation. To the best of our knowledge this is the first paper to

substantiate the importance of high quality nowcasts for output gap estimation in a real

time data environment. We show that this information is indeed important for improving

the reliability of real time output gap estimates. Furthermore, our approach can be

combined with the augmentation method suggested by Mise, Kim, and Newbold (2005),

where it is shown that augmenting the time series for GDP with forecasts up to 28

quarters ahead will improve the Hodrick and Prescott (1997) [HP] filter estimate of the

trend and cycle towards the last observations of the series.1 We focus on the HP filter as

the detrending method of choice because it is widely used, it is simple and it allows for

time variation in the trend estimate. Mise, Kim, and Newbold (2005) show that the HP

filter is optimal for a wide class of time series. The overall performance of our suggested

approach reduce total errors to about 25 percent of that of the standard approach.

Bernanke and Boivin (2003) was among the first to use a factor model on real time

1Watson (2007) finds similar results when estimating the trend with a Band-Pass filter.
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data; confirming the usefulness, also on real time data, of using a large data set in fore-

casting. They used a factor model developed by Stock and Watson (2002b). Giannone,

Reichlin, and Sala (2004) use a factor model to study monetary policy in real time and

argues that a limited number of factors captures sufficient inference about the state of the

economy needed to conduct monetary policy. Other related literature includes Garratt

et al. (2008). While we use a dynamic factor model to moderate the effect of revisions,

they attempt to model the revision process, or changes in vintages, through a cointegrat-

ing VAR model. Our approach is based upon the alternative assumption that revisions

are idiosyncratic in nature and do not display a systematic pattern.

The reliability of estimates of the output gap in real time is studied by Orphanides

and van Norden (2002). They find that across a wide selection of methods, the reliability

of estimates are quite low. The estimation error for real time estimates are of the same

magnitude as the gap itself and are highly volatile. Attribution of the error to various

causes indicate that the end-of-sample problem is the most important reason for the

estimation error. Cayen and van Norden (2005) and Bernhardsen et al. (2005) find

similar results for respectively the Canadian and the Norwegian economy.

The factor model we use is similar to Giannone, Reichlin, and Small (2008). This

model is a recent addition to the nowcasting literature. An approximate dynamic factor

model is used to distill information from a very large cross section into factors, and then

produce back-, now-, and forecasts with those factors as independent variables. The

model performs well both on this US data set as well as for other economies, see e.g.

Aastveit and Trovik (2008) for an application to Norway.

This paper is organized as follows: In the following section we present the factor model.
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Section three presents our data and discuss model selection issues. Empirical results are

discussed in section four. We first assess how much we can improve the imprecision due

to data revisions, and then how much we can improve the imprecision due to the end-

of sample problem. Section five illustrates the economic implications of our method by

studying the magnitude of the interest rates implied by a simple Taylor rule. Finally,

section six summarizes and concludes.

2 Model

We assume that the data, Xt, can be described by an approximate dynamic factor model

similar to Giannone, Reichlin, and Small (2008). Let

Xt = χt + ξt = ΛFt + ξt (1)

where χt is a common component driving the variation in Xt and ξt is a non-forecastable

idiosyncratic component.2 Λ is a (n× r) matrix of factor loadings and Ft =

(
f1t, . . . , frt

)′

are the factors. Typically the number of factors, r, is much smaller than the num-

ber of variables, n, thus securing a parsimonious model. The idiosyncratic compo-

nent, ξt =

(
ξ1t, . . . , ξnt

)′

, have zero expectation and a covariance matrix equal

to Ψt = E [ξtξ
′
t].

The factors evolve through time according to the vector autoregression

Ft = AFt−1 + But, (2)

2The model is an approximate factor model, since in contrast to the strict factor model, the idiosyn-

cratic terms in Equation 1 are allowed to be weakly correlated. See Chamberlain and Rothschild (1983),

Forni et al. (2000) and Stock and Watson (2002a) for details.
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where A is an r× r parameter matrix where all roots of det(Ir −Az) lie outside the unit

circle, B is r × q of full rank q, and q is the number of common shocks in the economy,

i.e., the dimension of ut. We assume that the common shocks, ut, follows a white-noise

process and that Q = E [But(But)
′]. In this model an r larger than q captures the lead

and lag relations between common factors and common shocks. Equation (1) and (2)

together define a state-space representation of an approximate dynamic factor model.

See e.g. Forni et al. (2005) for details.

In Giannone, Reichlin, and Small (2008), equations (1) and (2) are estimated by a two-

step procedure. First, parameters are estimated by OLS on principal components from

the balanced part of the data set, i.e., the data set up to the last date for which there exists

observations of all variables. These parameters and factors are used as initial values in

a Kalman-filter re-estimation of the now possibly non-orthogonal factors. Moreover, the

unbalanced part of the data set can be incorporated through use of the Kalman-filter.

Missing observations are interpreted to have an infinitely large noise to signal ratio.3

The ability to handle non-synchronized data makes it possible to evaluate the relative

importance of blocks of new data releases in real time. The estimator is consistent

under general assumptions and feasible for a very large cross section. There are no

restrictions on the number of variables, N , relative to number of observations, T . Thus

a parsimonious model is obtained. See Doz, Giannone, and Reichlin (2007) for details

about the properties of the estimator.

Having obtained an estimate of the factors conditioned on all available information

up to t, GDP growth is estimated as a simple projection, i.e., quarterly GDP growth is

3This is done by parameterazing the variance of the idiosyncratic component of the missing observa-

tions to infinity at the end of the sample.
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regressed on the factors using OLS.4 5 Hence, we assume that the common factors capture

the dynamic interaction among the dependent variables as well as the dynamics in GDP.

Further, the estimated GDP growth series is transformed to levels. Finally, we obtain

an estimate of the output gap by detrending the estimated GDP series in levels. In this

final step various detrending methods can be applied. We choose to focus on HP filter as

our method of choice for the detrending procedure because it is widely used, it is simple

and it allows for time variation in the trend estimate.

We re-estimate our model once every quarter. The vintages corresponds to the infor-

mation available at the middle of each quarter.

3 Data and Model selection

3.1 Data

We use the real time macroeconomic variables for the USA collected by Federal Reserve

Bank of Philadelphia, see Croushore and Stark (2001) for details. In addition we use

4In this step, we have to bridge the monthly data from the factor model with the quarterly GDP

growth. This is done by averaging the factors to obtain quarterly series. The time aggregation is such

that the quarterly series corresponds to the third month of the quarter. Series in differences will then

enter the factor model in terms of three month changes. This will be consistent with defining quarterly

GDP growth as the three month average of monthly latent observations. See Giannone, Reichlin, and

Small (2008) and Angelini et al. (2008) for details on this.
5Note that in this specification, lagged values of GDP are not included as a predictor.
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real time financial and consumer price data.6 In total we have a panel of 54 variables

collected in real time vintages. While most of the variables, like the financial data, are not

subject to revision after the initial release, 11 macro variables are subsequently revised.

All variables have or are aggregated into a monthly frequency, but some variables are

released in quarterly intervals. Hence in our analysis we use quarterly vintages of monthly

real time data.

The first vintage we use is the 1984q1 vintage which we fill with data from 1970m1 to

1984m1. The last vintage we use is 2007q3, but its sample covers 1970m1 to 2003m10 only,

to exclude observations that may subsequently be revised in the future. The database

from Federal Reserve Bank of Philadelphia contains observations prior to 1970 as well

but then only on a limited set of variables.

Financial data such as equity prices (returns), dividend yields, interest rates, currency

rates and commodity prices are constructed as monthly averages of daily observations.

All variables are transformed to induce stationarity and normalized to have expecta-

tions equal to zero and variance equal to one.7 The full details of the data set and the

6CPI data do generally not undergo revisions similar to the other macroeconomic variables. Revisions

are mainly due to changes in seasonal factors. We therefore use the final vintage of CPI data as a real

time variable.
7This is crucial when estimating the factors with principal components.
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transformations are reported in Appendix A.1.8

3.2 Number of factors

When using factor models, the number of factors is usually exogenously determined.

Formal information criteria to elicit the optimal number of factors have been suggested,

see e.g. Bai and Ng (2002), trading off good fit and parsimony. Applying the Bai and

Ng (2002) criterium to our data yields a very high number of factors. This indicates

that the method gives high importance to the fit of the model. We thus complement

this method by the standard approach of gauging the marginal increase in total variance

explained by including an additional factor or principal component.9

In Table 1 the percentage of the total variance explained by up to ten principal

components is shown:

8Note that the model performs slightly worse on the real time data set that we use in this paper than

on the quasi real time data set used in Giannone, Reichlin, and Small (2008). One reason may be that

the number of data series available in real time is limited. While Giannone, Reichlin, and Small (2008)

use a panel of 192 variables, we use the real time data available from the Federal Reserve Bank of

Philadelphia together with macro variables and financial variables that are not subject to revisions, in

total 54 variables.
9We have also tried to select the number of factors by applying the Bayesian Information Criteria

(BIC) to the OLS regression of GDP growth on the factors. The resulting number of factors are rather

unstable during the recursive estimation. It is unlikely that the number of factors driving the economy

changes much during our sample period.
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Number of PCs: 1 2 3 4 5 6 . . . 10

Percentage of total

variance explained 0.30 0.52 0.60 0.67 0.72 0.77 . . . 0.87

Table 1: Percentage of total variance explained by the first r static principal components.

Based on data from 1970 to 2003.

A few principal components explain a non-trivial fraction of the total variance in the data

set, thus indicating collinearity between the transformed variables. A cut-off for marginal

explanation of the next consecutive factor of less than five percentage points, implies a

choice of six static factors. This number is in line with studies of Bai and Ng (2002),

Stock and Watson (2002b), Bernanke and Boivin (2003) and Stock and Watson (2005).

However the number is somewhat larger than what is used in Giannone, Reichlin, and

Small (2008).

In the present application we will utilize both in-sample fit as well as forecasting, thus

we will use a somewhat high number of factors like r = 6 when the model is used to

estimate the ex-post GDP. However, the number of dynamic factors, i.e., shocks in the

economy, may be smaller.10 For a given r = 6, we apply the test of Bai and Ng (2007)

to determine the number of dynamic factors. The resulting number of dynamic factors

10See for instance Bai and Ng (2007) for a detailed discussion of the relationship between static and

dynamic factors.
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are 2 to 3.11 However, the combination q = 3 and r = 6, shows evidence of first order

autocorrelation in the final projection of GDP on the factors. Autocorrelation is not

evident when choosing q = 2 and r = 6. Hence, we chose this factor combination, but

check other combinations for robustness of our results.

4 Empirical Results

Our conjecture is that a factor model can improve the precision of a real time output gap

through two channels. First, a factor model can allocate a large data set into a common

component and idiosyncratic noise. We will investigate whether this feature can be used

to reduce imprecision in the output gap due to subsequent revision of macroeconomic

data.

Second, the present factor model can make use of new information as it is released,

i.e., the model can handle a jagged edge in the data set. This is useful when updating

lagging variables like GDP with related information from more frequent and less lag-

ging variables. Hence, this factor model’s proven ability to produce good nowcasts, see

Giannone, Reichlin, and Small (2008), can perhaps improve real time precision of the

output gap by reducing the end-of-sample problem associated with many methods used

to distinguish between trend and cycle in the GDP series.

We will address these two topics in sequence, first we discuss how to measure the

precision of a real time output gap.

11Bai and Ng (2007) selects q as the smallest value that satisfies D1 =
bλq+1
rP

i=1

bλi

< qcrit or D2 =

rP
i=q+1

bλi

rP
i=1

bλi

<

qcrit, where λ̂i are the ordered eigenvalues from the sample covariance matrix of But and qcrit an

appropriate critical value. In our application, D1 and D2 yields a different number of dynamic factors.
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4.1 Benchmarking the real time output gap

The output gap represents the difference between current production and the economy’s

potential output. The gap is computed as the cycle obtained when decomposing a time

series of GDP into a trend and cycle. There are several methods available for such a

decomposition or detrending. In the following we use the term ”standard approach”

when detrending the log of GDP by the HP filter. See Canova (1998) for an overview of

alternative detrending methods.

A key issue in this exercise is the choice of benchmark representing the true or final

output gap. The real time literature has no definite answer to offer, e.g. Stark and

Croushore (2002) use gaps computed on three alternative vintages of data: the most

recent data, the last vintage before a structural revision (called benchmark vintages) and

finally the vintage that is released a fixed period of time after the real time date.

We follow Orphanides and van Norden (2002) and choose the gap measured from the

most recent vintage to represent the true gap estimate. That is, we compare the gap

computed recursively on real time data up to the relevant point in time with a gap using

the full sample of data currently available. Hence this latter full sample gap is computed

on data which are finalized in terms of revisions and that cover the largest available time

span. We use the vintage data of 2007q3 as final data, recognizing that final is very much

an ephemeral concept in the measurement of macroeconomic variables. To reduce the

probability of subsequent revisions of the last observations in what we define as the final

vintage, we exclude the last 15 quarters of data. The last observation we use from the

current 2007q3 vintage is thus the value for 2003q3. The benchmark has thus a forward

bias in the sense that it uses information not available in real time. We will denote

11



the output gaps computed on this vintage for GAPFIN, and use that as a benchmark for

comparison with various real time gap measures. We will denote gaps computed with the

standard real time approach for GAPRT.

Our benchmark GAPFIN could still change in the future, as pointed out in Croushore

and Stark (2003). They divide data revisions into information-based revisions and struc-

tural revisions. The first captures revisions that occur because statistical agencies have

additional source of information and update their estimates. The second capture revi-

sions due to changes in the structure of the data accounting system, such as changes in

aggregation methods and changes in base years. While our procedure of omitting the

last 15 quarters of data would reduce the first type of revisions, it is not immune to the

second type. However, to base the benchmark on the last vintage before a structural

revision (i.e., a benchmark release) would neglect the fact that the latest observations in

that vintage will be revised.

We check the robustness of our results with respect to different definitions of final

data in two ways. First, we check if our results change by using the vintages 2004q3,

2005q3 or 2006q3 as final data, always excluding the last 15 quarters of observations.

Second, we explore the effects of defining final data as the vintage one, two or three years

after the real time date. We find that our results are robust to these different definitions

of final data. Results are shown in Table A-2 and A-3 in the appendix.

We can decompose the difference between GAPRT and GAPFIN into one part due to

revisions of data, and one part due to the end-of-sample effect. We introduce a second

benchmark computed by using data that are finalized in terms of revisions but we use

only the data spanning the same time period as GAPRT, i.e., this is what is often called a
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quasi real time gap. We will call this benchmark for GAPQRT. Now the difference between

GAPRT and GAPQRT will be imprecision due to data revisions only.

Figure 1: Output gaps produced with the standard approach. The real time gap, GAPRT;

quasi real time gap, GAPQRT; and the ex-post benchmark, GAPFIN. Output gaps produced

with the HP-filter on data corresponding to vintages from 1984q1 through 2003q4.

Figure 1 compares the standard approach for the real time gap (GAPRT), the quasi real

time gap (GAPQRT) and the ex-post gap (GAPFIN) using a HP-filter as detrending method.

This is similar in scope to the exercise done in Orphanides and van Norden (2002), but

our data sample is different. Our data sample covers the period 1970q1 - 2003q4, with

recursive simulations of the real time gap for the period 1984q1 - 2003q4.12 Similar

to Orphanides and van Norden (2002), we find that there is a considerable difference

12Orphanides and van Norden (2002) use a data sample for the period 1959q1 - 1997q4, with recursive

simulations for the period 1965q1 - 1997q4.
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between the three measures. However, it should be noted that the data revision problem

is somewhat smaller in our sample.

To assess the difference between these measures we deviate from Orphanides and van

Norden (2002) by focusing on the Mean Squared Error of the differences obtained from

the recursive exercise rather than the mean of the differences. The mean of the differences

can be small, despite large positive and negative errors data point by data point.

4.2 Imprecision due to the data revision problem

When we use the factor model to address the revision problem we use the model in

the following way: We use our full panel of data and compute the dynamic factors as

described in section 2. Note that GDP itself is not a part of the panel. This step will

remove idiosyncratic noise from the panel and we are left with factors capturing the core

movement in the panel variables. These factors are then regressed against real time GDP

growth in a standard OLS. The estimated GDP growth from this OLS is transformed to

levels and then detrended. Hence we use the in-sample estimated GDP from our factor

model rather than the raw GDP data as input to the detrending method. We do not

make any changes to the detrending method as such. We call the resulting real time

output gap GAPRT-FM, where subscript FM indicates that it is computed by using the factor

model.

An important motivation for introducing the factor model is its scope for reducing

the revision problem. To investigate the properties of GAPRT-FM in this respect we need

to introduce a quasi real time output gap computed the same way as GAPRT-FM, with the

factor model. We call this benchmark for GAPQRT-FM.
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Figure 2: Output gaps produced with the factor model approach. The real time gap,

GAPRT-FM; the quasi real time gap, GAPQRT-FM; and the ex-post benchmark, GAPFIN. Output

gaps produced with the HP-filter on data corresponding to vintages from 1984q1 through

2003q4.

Figure 2 shows the real time gap, GAPRT-FM, and quasi real time gap, GAPQRT-FM, produced

with the factor model, together with the ex-post benchmark, GAPFIN. Comparing the

distance between the real time and quasi real time gaps in Figure 2 and Figure 1, we see

that our factor model based output gap is much more robust relative to data revisions

than the standard approach depicted in Figure 1. This result is confirmed in Table 2,

where errors due to data revisions are only 8 per cent of what it is in the standard

approach. Hence, we obtain a superior data revision performance when using the factor

model. This confirms empirically the conjecture in Giannone, Reichlin, and Small (2008)

that factor models are robust to data revisions.
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Measure Formula HP

True real time performance mean((GAPRT-FM−GAPFIN)2)
mean((GAPRT−GAPFIN)2)

0.71

Data revision performance mean((GAPRT-FM−GAPQRT-FM)2)
mean((GAPRT−GAPQRT)2)

0.08

Quasi real time performance mean((GAPQRT-FM−GAPFIN)2)
mean((GAPQRT−GAPFIN)2)

0.68

Table 2: Relative Mean Squared Error between output gaps and their relevant benchmarks.

Gaps are computed with the Hodrick-Prescott filter. A value below 1 indicates better

performance of the gap to the left in the numerator of the formula. Time subscripts are

suppressed. Based on vintages from 1984q1 to 2007q3, spanning time series from 1970m1

to 2003m10.

Figure 3 compares the real time output gap calculated by the standard approach,

GAPRT, the real time gap for the estimated series, GAPRT-FM, and the ex-post benchmark,

GAPFIN. Measured by Mean Square Error (MSE), we find that the MSE of GAPRT-FM versus

GAPFIN is 71 percent of the MSE of GAPRT versus GAPFIN. Hence, also the overall performance

of our gap measure is superior to that of the standard approach. Notice, that GAPRT-FM

performs especially well during the period from 1987 throughout 1995. It seems to capture

both the productivity growth during the early 90s as well as the boom in the late 80s

quite well. However, the good performance decrease towards the end of the sample. This

indicates that our model has problems capturing the consumption driven boom starting

in the late 1990s. There could be several reasons for this. First, it may indicate instability
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Figure 3: The real time output gap calculated by the standard approach, GAPRT; the real

time gap for the estimated series, GAPRT-FM; and the ex-post benchmark, GAPFIN. Output

gaps produced with the HP-filter on data corresponding to vintages from 1984q1 through

2003q4.

in the OLS regression of GDP growth on the factors.13 However, the coefficients from

the recursive estimation of the OLS equation, are stable over time. Figure A-1 in the

appendix, shows the coefficients from a recursive estimation using the final data vintage.14

Second, it might be the case that the factors simply do not capture all the relevant

information for this boom. Since we are using a real time data set, our data set is very

13Results in Banerjee, Marcellino, and Masten (2008) and Stock and Watson (2008) indicate that

instability in the forecasting equation is the most important reason for breakdowns in factor model

forecasts. While both papers conclude that factor models in general seem more robust to structural

breaks than other forecasting methods.
14This is a representative data vintage. Similar results hold for other data vintages. Note that it is

only the two first factors that are statistical significant at a 5 percent significance level.
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limited. For instance, variables from the housing and credit market are not included

in our data set. These variables are expected to carry important information for the

consumption driven boom.

The panel of data that we use contains 54 variables in total, of which only 11 are

subject to revision. To test whether our result is due to our factor model allocating low

weights to the variables that are revised, we compute factors on a reduced data set as well,

where the 11 subsequently revised variables are excluded. Table 3 shows the correlation

between all of the six factors used in our approach computed with and without the 11

variables. We see that the first factor is not very much affected by excluding the 11

variables, however these variables play a significant role in determining the remaining

factors. Still, our approach seem to mask the effect of revisions in these variables, as our

initial conjecture suggested.

Factor number: 1 2 3 4 5 6

Corr( full panel, reduced panel ) 0.99 0.93 -0.55 0.93 0.49 -0.67

Table 3: Correlation between factors computed on the full panel and factors computed

with 11 potentially revised variables excluded. Correlations for the first six consecutive

factors.
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4.3 Imprecision due to the end-of-sample problem

The end-of-sample problem is well illustrated for the HP filter in Figure 1. The difference

between GAPQRT and GAPFIN is due to the extended, full sample being used in GAPFIN,

while GAPQRT is computed using data available up to each point in time only. All data

points used are identical in the two benchmarks15. The problem arise because future data

contain information about whether the current state represents a movement along a cycle

or a change in the trend of the series. Figure 1 confirms the observation in Orphanides

and van Norden (2002) that the end-of-sample problem is the most important cause of

imprecision in real time output gap measures. There are at least three ways of addressing

the end-of-sample problem.

First, detrending methods can rely on more or less ex-ante specified structure in the

time series model for GDP. Estimation of a time series model that allows a stochastic

trend as well as a stochastic cycle can be less sensitive to an extension of the sample than

a method assuming the time series is well estimated by, say, a linear trend; the outcome

depends on what the true data generating process for the series is. For an unknown

data generating process, choice of detrending method is a trade off between the risk of

over-fitting a general process versus having a large end-of-sample problem from a strong

(and erroneous) structural assumption on the process.

Second, the output gap represents the business cycle. Some simple variables, like

unemployment and real investments or coincident indexes like Stock and Watson (1989),

might be good real time indicators of the true business cycle and requires at most only

15The ex-post benchmark is computed with data up to 2003. Hence there is a ”leakage” from the

end-of-sample problem into the benchmark for the last part of the sample.
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a simple demeaning rather then a full detrending procedure. Combining the real time

measure of the output gap with such additional information might improve the precision

of the output gap. Relying on real time indicators made up of one or a few data series is

a trade off between accepting possibly spurious signals versus dealing with a problematic

detrending procedure of the much broader GDP data.

Third, by using forecasts of future data points in the GDP series the real time sam-

ple can be extended. If the forecasts contain any true information, such a procedure

should on average decrease the end-of-sample problem over time, see Mise, Kim, and

Newbold (2005) for an extensive study of this idea. Making use of forecasts is a trade-

off between extending the sample but possibly adding more model and estimation risk.

While Mise, Kim, and Newbold (2005) test the method on simulated data we combine

their method with our factor model framework and test the procedure on real time data.

In the following we investigate using the dynamic factor model in the two latter ways

described above. That is, using information from real time indicators as well as from

forecasts of future data points. See Orphanides and van Norden (2002) for an evaluation

of various detrending methods qua the end-of-sample problem.

The panel of data that we use to obtain factors contains several variables that are

used as coincident indicators of the business cycle. In addition, the panel contains finan-

cial data that could reflect expectations about future states of the cycle. These factors

are then connected to GDP growth through the OLS. Hence in our approach we filter

potential information in the coincident variables through the factor model rather than

incorporate such information directly.

We focus on the factor model’s proven ability to produce good short term forecasts,
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see Giannone, Reichlin, and Small (2008). This performance is related to the model’s

ability to make use of a jagged edge in the data set, hence more timely information can be

used to produce good back-, now- and near term forecasts. The performance deteriorates

for longer term forecasts. In the present application we set ourselves at the 15th in the

middle month of each quarter, hence there are no need for a backcast since it has been

released at that time. The model allows a more detailed data structure than what is

applied here, hence the nowcasting performance is not exploited fully. See Giannone,

Reichlin, and Small (2008) for details.

To include longer term forecast we use the method of Mise, Kim, and Newbold (2005).

While Mise, Kim, and Newbold (2005) test the method on simulated data we combine

their method with our factor model framework and test the procedure on real time data.

We do this in two ways. First, we use data from our factor model (including the nowcast)

and expand the series with 28 periods of forecasts from an AR(1).16 We call the resulting

gap GAPRT-FM-AR. Second, we use real time GDP series and include the nowcast from our

factor model. We then expand the series with 28 periods of forecast from an AR(1). The

resulting gap is called GAPRT-FM-NOW-AR.

16Mise, Kim, and Newbold (2005) found it sufficient to expand the series with 28 periods of forecast

for quarterly data.
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True real time Quasi real time

Sample performance performance

Observed data only 0.71 0.68

Factor model data and 28 forecast 0.43 0.42

Factor Model nowcast and 28 forecasts 0.26 0.25

Table 4: Performance of the factor model approach and the effect of forecast augmentation

before extracting the cycle, relative to the standard approach. Ratios of Mean Squared

Error relative to GAPFIN. The HP-filter is used as detrending method.

Figure 4 and Table 4 show that the end-of-sample problem can be reduced by using

the forecast augmented gaps explained above. Formulas behind the measures can be

seen in Table 2. GAPRT-FM-FOR reduces the total errors of the real time gaps to about 43

percent of that of the standard gap. The error is further reduced by GAPRT-FM-NOW-AR to

about 25 percent of the standard gap. In the calculation of this gap, the factor model

only contributes with its nowcast. This indicates that there are important dynamics in

the real time GDP series that are not captured by the factor model.17 We would expect

this problem to be smaller for a larger and more heterogenous data set. The results

also illustrates that the most important contribution from the factor model is to provide

reliable starting conditions rather than reducing the data revision problem.

17We have tried to include lagged values of GDP growth in the OLS regression. However, it did not

improve the results.
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Figure 4: The real time output gap calculated by the standard approach, GAPRT; the real

time gap when including nowcast from a factor model and then augmented with 28 fore-

casts from an AR(1), GAPRT-FM-NOW-AR; the real time gap when using factor model data

including nowcast and then augmented with 28 forecasts from an AR(1), GAPRT-FM-AR; and

the ex-post benchmark, GAPFIN. Output gaps produced with the HP-filter on data corre-

sponding to vintages from 1984q1 through 2003q4.

Finally, the small difference between the true real time performance and the quasi real

time performance indicates that the data revision problem is small also when forecasts

are included in the sample for the factor approach.

5 Economic implications

The economic significance of the different output gaps, can be roughly illustrated by

studying the magnitude of the interest rates implied by a simple Taylor rule. Taylor
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rules are simple monetary policy rules that prescribe how a central bank should adjust

its interest rate policy in a systematic manner. The usefulness of Taylor rules for the

analysis of historical policy and for econometric evaluation of specific alternative strategies

that a central bank can use as the basis for its interest decisions, have been studied in

Orphanides (2002) and Orphanides (2003).

Orphanides (2001) illustrates that there is a severe informational problem associated

with the implementation and interpretation of such simple monetary policy rules. Real

time policy recommendations differ considerably from those obtained with ex post revised

data. Further, the studies above illustrates that monetary policy reactions are best

captured by a forward looking policy rule, where central banks reacts to forecasts of

inflation and output gaps.18 However, since this is just an illustrative example, we choose

to stick to the simple rule first proposed by Taylor (1993). We let the recommended level

for the federal funds rate, ft, in quarter t be given by the following simple rule

ft = a0 + aππt + ayyt (3)

where a0 = 1 and aπ = 1.5 and ay = 0.5.19

Our goal of this simple exercise, is to investigate how different are the implied interest

rates from such a simple rule using different measures of the real time output gap. This

will give an indication of the importance of the improvements in the measures of the real

time gaps.

18See also Gali, Lopez-Salido, and Valles (2003) and Clarida, Gali, and Gertler (2000).
19Note that we do not rely on forecasts of inflation and output gaps. Hence, inflation and output gaps

are lagging with one period in the policy rule. The coefficients in the Taylor rule are equal to the ones

in Taylor (1993).
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Figure 5: Implied interest rates from a standard Taylor rule, where real time output gaps

are calculated by the standard approach, f-GAPRT; the real time gap using the estimated

series including the nowcast and augmented with 28 forecasts from an AR(1) f-GAPRT-FM-AR

; the real time gap when including nowcast from a factor model and then augmented

with 28 forecasts from an AR(1), f-GAPRT-FM-NOW-AR and the ex-post benchmark, f-GAPFIN.

Output gaps produced with the HP-filter on data from 1984q1 through 2003q4.

Figure 5 shows the implied interest rate from the standard Taylor rule using the

different measures of the gap. The correlation between the implied interest rates are

high for all the different gaps. In particular, they are all highly correlated with the

benchmark interest rate, f-GAPFIN. This is not very surprising given that the output gap

has a relatively low weight compared to inflation in the Taylor rule. However, the figure

illustrates that there are periods where the implied interest rates differ substantially. In

particular, in the period from 1992 to 1995 the implied interest rate using the standard real
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time gap (f-GAPRT) performs poorly. The standard gap fails to capture the productivity

growth in this period. As a result the implied interest rate is too high in this period. On

the other hand, the implied interest rate using one of the factor model gaps (f-GAPRT-FM-AR

or f-GAPRT-FM-NOW-AR) is close to the benchmark interest rate (f-GAPFIN) for the same period.

This illustrates that our method has significant economic implications for real time policy

decisions.

6 Summary and conclusion

In this paper, we have shown that by using an approximate dynamic factor model we

can substantially improve the reliability of real time output gap estimates through two

mechanisms.

First, through the factor model we are able to handle a jagged edge in the data and

incorporate new information from non-synchronized variables as they become available.

This produce superior nowcasts and improves the starting conditions for the filter ex-

tracting deviations from trend in the GDP series. However as the forecasting properties

of the factor model deteriorates rather quickly with a longer time horizon, we combine

our approach with the augmentation method of Mise, Kim, and Newbold (2005)), where

a simple autoregressive model is used to produce forecasts. Our approach reduce the

forecasting error for the output gap to one quarter of that of the standard method.

Second, our proposed method for computing the real time output gap is very robust

relative to data revisions. We have shown that with our approach, errors due to data

revisions are only eight percent of errors when using the standard approach. To the

extent that revisions are due to new idiosyncratic information or measurement errors,
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the factor model will allocate such information to an idiosyncratic component while our

gap estimate is based on the forecastable, common component of the data.

However, our results confirm that it is the end-of-sample problem rather than the

revision errors that are the main driver of the unreliability in real time gap measures.

Even though our approach successfully reduce the uncertainty, there are still substantial

uncertainty left in the real time gap measure.

Our results may be intertwined with the filtering method’s ability to separate changes

in trend from changes in deviation from trend. Research in progress focus on how our

approach fares with alternative detrending methods to the HP filter, as well as alternative

methods to estimate an output gap directly through the factor model.
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A Appendix

A.1 Description of data set

We apply the following transformations to the raw data in order to induce stationarity:

1 = No transformation, 2 = First differences, 5 = First differences in logs. Below is a

complete description of the data set.
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A.2 Tables

q/r 2 4 6 8 10

2 0.81 0.84 0.71 0.81 0.91

3 - 0.83 0.83 0.89 0.96

4 - 0.81 0.86 0.91 0.91

5 - - 0.82 0.90 0.93

Table A-1: Robustness of choice of number of factors. Performance of factor model

approach relative to standard approach. Ratios of Mean Squared Errors relative to GAPFIN,

i.e. mean((GAPRT-FM−GAPFT)2)
mean((GAPRT−GAPFT)2)
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Measure Last vintage 1 year after 2 year after 3 year after

True real time performance 0.71 0.63 0.73 0.77

Data revision performance 0.08 0.40 0.29 0.36

Quasi real time performance 0.68 0.46 0.56 0.72

Table A-2: Relative Mean Squared Error between output gaps and their relevant bench-

marks, i.e. mean((GAPRT-FM−GAPQRT-FM)2)
mean((GAPRT−GAPQRT)2)

. We consider four different benchmark gaps. The gap

calculated with the last vintage of data, with vintage 1 year after first release, 2 years after

first release and 3 years after first release. Gaps are computed with the Hodrick-Prescott

filter (HP). A value below 1 indicates better performance of the gap to the left in the nu-

merator of the formula. Time subscripts are suppressed. Based on vintages from 1984q1

to 2007q3, spanning time series from 1970m1 to 2003m10.
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Measure 2003q4 2002q4 2001q4 2000q4

True real time performance 0.71 0.73 0.67 0.56

Data revision performance 0.08 0.09 0.09 0.09

Quasi real time performance 0.68 0.71 0.69 0.61

Table A-3: Relative Mean Squared Error between output gaps and their relevant bench-

marks, i.e. mean((GAPRT-FM−GAPFT)2)
mean((GAPRT−GAPFT)2)

. We consider four different benchmark gaps. The gap

calculated with 2003q4, 2002q4, 2001q4 and 2000q4 as the last observation of data. Gaps

are computed with the Hodrick-Prescott filter (HP). A value below 1 indicates better per-

formance of the gap to the left in the numerator of the formula. Time subscripts are

suppressed. Based on vintages from 1984q1 to respectively 2007q3, 2006q3, 2005q3 and

2004q3 spanning time series from 1970m1 to respectively 2003m10, 2002m10, 2001m10

and 2000m10.

37



A.3 Figures

Figure A-1: Estimates of the coefficients from the regression of GDP growth on the factors

using the final data vintage. Recursive estimates with 95 percent confidence interval
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